Midterm Exam Solutions

Problem 1
Let X ~ Expo(A).

(a)

The expectation and variance of X are:

e 1
E[X] = e Mdr =
0 A

o 2
E[X?] :/ 2 e M dr = —
0

A2’
2 1 1
Var{X] = B[X?] — (E[X))? = & — 15 = o
(b)
The moment generating function Mx () is:
o A
Mx (t) = E[eX] = / e M dr = Z— . fort < A
0 A—t
(c)
The derivatives of Mx (t) at t = 0 are:
d A 1
L Myt — - = EX
dt X()H) A=—02%|_, A X],
d? 2 2
= M (t = = — = E[X?.
gz Mx (@) e =03, A2 X7

Problem 2

Let X,Y be two continuous random variables with joint density px vy (z,y) given
by
12
pxy(w,y) = e for z >0, y > 1,
Y

and 0 otherwise. The marginal density functions are denoted by px(x) and
py (y)-



(a)

The marginal probability density function py (y) is:

> 12 g
oy (y) = px,y(z,y)de = —e % dux.
0 o Y

Let v = 32y*, then du = 3y*dx and dx = 3”[7“4. Substituting, we get:

» 12/°°_u du 12 1 °°_ud 4
py(y) = — et —=—.— e u=—.
v Jo 3yt oy 3yt y°
Thus,
4
pv(y)=f, for y > 1.
(b)

The conditional expectation E[X |Y = 1] is:
E[X\Y:l]:/ z - pxpy (e | 1) de.
0

First, compute the conditional density px|y (x| 1):

4
px,y(z,1) %6_337'1 —3z
r|1l)= : = = 3e ",
pxiy(z|1) v (1) A
Thus,
> 1
E[X|Y:1}:/ z-3e 3 dr = -
0 3
(c)

The conditional expectation E[X? | Y = y] is:

E[X?|Y =y :/ 2 pxy (e | ) de.
0

First, compute the conditional density px|y (x| ¥):

pxy(T,y) Loty 4
_ s ’ _ Yy _ 4 _—3xy
pxiy(z|y) = = =3ye .
v ly) py (y) 4

<

Thus,
E[X?|Y =9y| = / z?. 3y4673%’y4 dz.
0

Let u = 3zy*, then du = 3y*dr and dx = %ﬁ. Substituting, we get:

T du 1 [ 2
EBX2|Y =] = — ) 3yter. = = 207U gy = .
(X~ | yl /0 <3y4> ye 307 98 J, u“e U e



Problem 3

Let Xo = 3, X;, = Y 1_, &, where {&;}x>1 is a sequence of independent and
identically distributed random variables such that P(¢, = 1) = 2 and P(§, =
—1) = 1. Define

7=min{n >0: X, =0or X, = 6}.

(a)

The process (%) Kn

is a martingale because:

b'e X X
1\ 1\ 21 1 1\
E — n g —_ . — . = — . 2 — —_ .
6 1A=0)" G50 6)
(b)
Take B = [6,00) U (—00,0] in Lemma 2.15 of the lecture notes..
(c)
We need to prove that P[r < +o0] = 1 and deduce that P[X, € {0,6}] = 1.
Define the event Ay as the event that the sequence {€x41,8k+2---,&k+5}

consists of all +1 or all —1. That is:

Ap = {81 =&kra =+ = &5 = F1}U{&ht1 = Gy =+ = G5 = — 1}
Since & are i.i.d. with P(§, =1) = % and P(&§ = —1)

1 :
5, we have:

2\° /1\> 32 1 33 11
PlA) = (3) N (3) ~ 2437243 243 8L
If any Ay occurs, then within the next 5 steps, X, will either increase or
decrease by 5. Since Xy = 3, if X, increases by 5, it will reach at least 6; if
it decreases by 5, it will reach at most 0. Therefore, if any Ay occurs, then
T<k-+5.
Pl > 5n| equals to the Probability that Ay not occurs for k € (0,5n) is
smaller than (1 — P(Ag))"™, which tends to 0 as n tends to infinity.
Thus we conclude that P[r < +o00] =1
Since 7 < 400 almost surely, and X, reaches either 0 or 6 at time 7, we
have:
P[X, € {0,6}] = 1.

(d)

Using the optional stopping theorem:

()] G)' w0 (3) -

E




. Xp . .
Since (%) is a martingale, we have:

ONEORIOR

E

Let p = P[X, = 6], then:

1
S _1.(1— — .
A=p)+ P
Solving for p, we get:
p 1 63p
Z_1- Ed T 2F
8 PTer 7B 64
Thus,
_G Ly 647 8
P= 63 §) 7638 9
Therefore,
8
P[X, =6] = —-.
X, =6] =
(e)

Ly is a martingale because:

The process X,, — 3

1 1 1
E X”+1_§(”+1) | Fon :Xn+E[§n+1]_§(”+1):Xn—gn-

(f)

Using the optional stopping theorem:
1
E[X, — gT] = E[Xo] = 3.

Since X, € {0,6}, we have:

E[X,]=0-P[X, =0]+6-P[X, = 6] =6 221376.
Thus,
E[T]:B(E[XT]—s):e,(lG_g) P
3 3
Problem 4

See Question 1 in Homework 5.



